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Another alternative to tolerate errors in DRAM is to use Error
Correcting Code (ECC). Commodity DIMMs are also available
with ECC, which can correct one bit out of the 8-byte word. While
these DIMMs are aimed at tolerating soft errors, we can also use
it to tolerate faulty DRAM cells. However, using such DIMMs to
tolerate random bit errors, is still ineffective for high bit error-rates.
Our analysis shows that ECC DIMMs can tolerate an error-rate of
only in the regime of about 1 faulty cell per million. To tolerate
higher error-rates, we would need higher levels of ECC. For exam-
ple, for tolerating an error-rate of 10−4 we need 3-bit error correc-
tion per 64-bit word. Such high level of ECC is expensive in terms
of both storage and latency. Furthermore, this approach sacrificed
soft error resilience for tolerating faulty cells, and would need ad-
ditional ECC to tolerate soft errors. Ideally, we want to use ECC
DIMMs to tolerate both faulty cells due to manufacturing and soft
errors due to alpha particles.

We advocate exposing the information about the faulty DRAM
cells to the hardware, so that the amount of error tolerance can be
tailored to the vulnerability level of each word. We propose such an
architecture-level framework called ArchShield. ArchShield is built
on top of commodity ECC DIMMs, and is geared towards tolerat-
ing 100x higher error-rates than can be handled by ECC DIMMs
alone, while retaining the soft error tolerance. When a new DIMM
is configured in the system, ArchShield performs a runtime testing
of the DIMM to identify the faulty cells in the memory. In partic-
ular, it tracks if the given 64-bit word has zero error, one error, or
more than one error.

ArchShield contains a Fault Map that stores information about
faulty words on a per line basis. All faulty words (including the
ones with one-bit error) are replicated in a spare region. Such Se-
lective Word Level Replication (SWLR) allows decommissioning
for words with multi-bit error, while providing soft error protection
for words with one-bit error. On a memory access, the fault map
entry is consulted. If the line is deemed to have a word with more
than 1 error, the replication area is accessed to obtain the replicated
words for the corresponding line. Whereas, if the line is deemed to
have a word with 1-bit error, the replicated copy is accessed only
when an uncorrectable fault is encountered at the original location,
which allows fast access in common case. Thus, ArchShield can
tolerate multi-bit errors, while retaining soft error protection of 1-
bit error correction per word.

The Fault Map and word-level repair of ArchShield is inspired,
in part, by similar approach to dealing with high error-rate in cur-
rent Solid State Disk (SSD). Similar to SSD, we propose to em-
bed the Fault Map and Replication Area in reserved portion of the
DRAM memory. This reduces the effective main memory visible
to the operating system. Fortunately, the visible address space pro-
vided by ArchShield is contiguous, so ArchShield can be employed
without any software changes (except that the memory is deemed
to have smaller capacity). Similarly, ArchShield does not require
any changes to the existing ECC DIMMs, and only minor changes
to the memory controller to do runtime testing, orchestrate Fault
Map access, and update and access replicas.

We perform evaluations with 8GB DIMM. We show that for tol-
erating an error-rate as high as 10−4, ArchShield requires 4% mem-
ory space, and causes a performance degradation of less than 2%
due to the extra memory traffic of Fault Map and SWLR. ArchShield
provides this while maintaining a soft error protection of 1-bit error
per ECC word.

We also show how ArchShield can be used to reduce refresh op-
erations in DRAM systems. With ArchShield, the system can re-
duce the refresh rate by almost 16x, and thus reduce refresh power
and and performance penalties.

2. BACKGROUND AND MOTIVATION
The DRAM industry is on track to meet the ITRS projection of

28nm technology node for 2013 [4]. The ITRS road-map for the
next decade projects DRAM technology node of 10nm in 2022, in
essence a new technology node every three years. If DRAM tech-
nology could be kept on this scaling curve, we can expect a dou-
bling of memory capacity of DRAM modules every three years.
Unfortunately, scaling DRAM to smaller technology nodes has be-
come quite challenging. In addition to the typical problems of scal-
ing to smaller geometries, DRAM devices face several additional
barriers.

2.1 Why DRAM Scaling is Challenging
The capacitive element used to store charge in DRAM is typi-

cally made as a vertical structure to save chip area (as shown in
the inset in Figure 2). To meet the DRAM retention time, the ca-
pacitance stored on the DRAM device needs to be approximately
25fF. When DRAM technology is scaled to smaller node, the lin-
ear dimensions scale by approximately 0.71x, the surface area of
the cell reduces to approximately 0.5x, which means the depth of
the vertical structure must be doubled to obtain the same capaci-
tance. Let Aspect Ratio be the ratio of the height of the cell to the
diameter. As shown in Figure 2, the aspect ratio has been increas-
ing exponentially and is expected to reach more than 100x at sub
20nm [5]. Such narrow cylindrical cells are inherently unstable due
to mechanical reasons, hence difficult to fabricate reliably [6].
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Figure 2: Exponential increase in aspect ratio of DRAM cells
with scaling to smaller technology nodes (redrawn from [5])

The second problem is reduction in the thickness of the dielectric
material of the DRAM cell. This makes it challenging to ensure
the same capacitance value, given the unreliability of the ultra-thin
dielectric material.

The third problem is the increase in gate induced drain leakage
and increased variability, which means that to obtain the same re-
tention time we may be forced to increase the capacitance of the
DRAM cell, exacerbating the problem of cell geometry and relia-
bility of the dielectric material.

Due to the challenges from shrinking dimensions and variability,
future DRAM cells will be expected to have much higher rate of
faulty cells than current designs. To assist DRAM scaling, cost
effective solutions must be developed to tolerate such high rate of
faulty cells, otherwise it may become prohibitive to scale DRAM
to smaller nodes.

[ArchShield ISCA’13, CiDRA HPCA’15]
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Fault 
Mode

Transient 
Fault Rate (FIT)

Permanent 
Fault Rate (FIT)

Bit 14.2 18.6

Word 1.4 0.3

Column 1.4 5.6

Row 0.2 8.2

Bank 0.8 10

*Total 18 42.7

Runtime Faults

Sridharan et. al. SC13

Scaling Faults

Another alternative to tolerate errors in DRAM is to use Error
Correcting Code (ECC). Commodity DIMMs are also available
with ECC, which can correct one bit out of the 8-byte word. While
these DIMMs are aimed at tolerating soft errors, we can also use
it to tolerate faulty DRAM cells. However, using such DIMMs to
tolerate random bit errors, is still ineffective for high bit error-rates.
Our analysis shows that ECC DIMMs can tolerate an error-rate of
only in the regime of about 1 faulty cell per million. To tolerate
higher error-rates, we would need higher levels of ECC. For exam-
ple, for tolerating an error-rate of 10−4 we need 3-bit error correc-
tion per 64-bit word. Such high level of ECC is expensive in terms
of both storage and latency. Furthermore, this approach sacrificed
soft error resilience for tolerating faulty cells, and would need ad-
ditional ECC to tolerate soft errors. Ideally, we want to use ECC
DIMMs to tolerate both faulty cells due to manufacturing and soft
errors due to alpha particles.

We advocate exposing the information about the faulty DRAM
cells to the hardware, so that the amount of error tolerance can be
tailored to the vulnerability level of each word. We propose such an
architecture-level framework called ArchShield. ArchShield is built
on top of commodity ECC DIMMs, and is geared towards tolerat-
ing 100x higher error-rates than can be handled by ECC DIMMs
alone, while retaining the soft error tolerance. When a new DIMM
is configured in the system, ArchShield performs a runtime testing
of the DIMM to identify the faulty cells in the memory. In partic-
ular, it tracks if the given 64-bit word has zero error, one error, or
more than one error.

ArchShield contains a Fault Map that stores information about
faulty words on a per line basis. All faulty words (including the
ones with one-bit error) are replicated in a spare region. Such Se-
lective Word Level Replication (SWLR) allows decommissioning
for words with multi-bit error, while providing soft error protection
for words with one-bit error. On a memory access, the fault map
entry is consulted. If the line is deemed to have a word with more
than 1 error, the replication area is accessed to obtain the replicated
words for the corresponding line. Whereas, if the line is deemed to
have a word with 1-bit error, the replicated copy is accessed only
when an uncorrectable fault is encountered at the original location,
which allows fast access in common case. Thus, ArchShield can
tolerate multi-bit errors, while retaining soft error protection of 1-
bit error correction per word.

The Fault Map and word-level repair of ArchShield is inspired,
in part, by similar approach to dealing with high error-rate in cur-
rent Solid State Disk (SSD). Similar to SSD, we propose to em-
bed the Fault Map and Replication Area in reserved portion of the
DRAM memory. This reduces the effective main memory visible
to the operating system. Fortunately, the visible address space pro-
vided by ArchShield is contiguous, so ArchShield can be employed
without any software changes (except that the memory is deemed
to have smaller capacity). Similarly, ArchShield does not require
any changes to the existing ECC DIMMs, and only minor changes
to the memory controller to do runtime testing, orchestrate Fault
Map access, and update and access replicas.

We perform evaluations with 8GB DIMM. We show that for tol-
erating an error-rate as high as 10−4, ArchShield requires 4% mem-
ory space, and causes a performance degradation of less than 2%
due to the extra memory traffic of Fault Map and SWLR. ArchShield
provides this while maintaining a soft error protection of 1-bit error
per ECC word.

We also show how ArchShield can be used to reduce refresh op-
erations in DRAM systems. With ArchShield, the system can re-
duce the refresh rate by almost 16x, and thus reduce refresh power
and and performance penalties.

2. BACKGROUND AND MOTIVATION
The DRAM industry is on track to meet the ITRS projection of

28nm technology node for 2013 [4]. The ITRS road-map for the
next decade projects DRAM technology node of 10nm in 2022, in
essence a new technology node every three years. If DRAM tech-
nology could be kept on this scaling curve, we can expect a dou-
bling of memory capacity of DRAM modules every three years.
Unfortunately, scaling DRAM to smaller technology nodes has be-
come quite challenging. In addition to the typical problems of scal-
ing to smaller geometries, DRAM devices face several additional
barriers.

2.1 Why DRAM Scaling is Challenging
The capacitive element used to store charge in DRAM is typi-

cally made as a vertical structure to save chip area (as shown in
the inset in Figure 2). To meet the DRAM retention time, the ca-
pacitance stored on the DRAM device needs to be approximately
25fF. When DRAM technology is scaled to smaller node, the lin-
ear dimensions scale by approximately 0.71x, the surface area of
the cell reduces to approximately 0.5x, which means the depth of
the vertical structure must be doubled to obtain the same capaci-
tance. Let Aspect Ratio be the ratio of the height of the cell to the
diameter. As shown in Figure 2, the aspect ratio has been increas-
ing exponentially and is expected to reach more than 100x at sub
20nm [5]. Such narrow cylindrical cells are inherently unstable due
to mechanical reasons, hence difficult to fabricate reliably [6].
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Figure 2: Exponential increase in aspect ratio of DRAM cells
with scaling to smaller technology nodes (redrawn from [5])

The second problem is reduction in the thickness of the dielectric
material of the DRAM cell. This makes it challenging to ensure
the same capacitance value, given the unreliability of the ultra-thin
dielectric material.

The third problem is the increase in gate induced drain leakage
and increased variability, which means that to obtain the same re-
tention time we may be forced to increase the capacitance of the
DRAM cell, exacerbating the problem of cell geometry and relia-
bility of the dielectric material.

Due to the challenges from shrinking dimensions and variability,
future DRAM cells will be expected to have much higher rate of
faulty cells than current designs. To assist DRAM scaling, cost
effective solutions must be developed to tolerate such high rate of
faulty cells, otherwise it may become prohibitive to scale DRAM
to smaller nodes.

[ArchShield ISCA’13, CiDRA HPCA’15]
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DRAM vendors plan to use “On-Die ECC” 
• Mitigates scaling faults transparently
• Enables good DIMM with bad chips (yield)
• Part of: LPDDR4, DDR4, DDR5 (proposed)
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64-Bits

64Bits 8-Bits

(72,64) ECC

On-Die ECC: Single Error Correction, Double 
Error Detection Code (SECDED)
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64-Bits Correct Data

On-Die ECC fixes scaling faults invisibly
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GOAL AND CHALLENGE

GOAL: Use On-Die ECC to mitigate runtime faults
“Chipkill-level reliability using x8 ECC-DIMM”
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GOAL AND CHALLENGE

GOAL: Use On-Die ECC to mitigate runtime faults
“Chipkill-level reliability using x8 ECC-DIMM”

CHALLENGE: On-Die ECC is invisible, expose it 
without changing the memory interface
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XED: EXPOSED ON-DIE ERROR DETECTION

XED consists of three components
• Strong detection in addition to SEC
• Parity-based correction
• Transparently identifying faulty chip
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On-Die Error Correction Code

Data

64-Bits

Detect

Correct

Corrects? Detects?

Single-Bit Failures ✔ ✔

Chip Failures ✖ ✔
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On-Die Error Strong Detection
+

Correction Code

On-Die ECC can detect chip-failures

Corrects? Detects?

Single-Bit Failures ✔ ✔

Chip Failures ✖ ✔ (99.9%)

Data

64-Bits

Detect

Correct

CRC-8 ATM-code instead of Hamming-code
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If we could expose On-Die Error Detection à Chipkill
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Expose On-Die error detection with minor changes



XED: ON-DIE ERROR INFO FOR FREE

26

On detecting an error, the DRAM chip sends a 64-
bit “Catch-Word” (CW) instead of data

C
H

IP

C
H

IP

C
H

IP

C
H

IP

C
H

IP

C
H

IP

C
H

IP

Pa
rit

y
C

hi
p

C
H

IP

Memory Controller



XED: ON-DIE ERROR INFO FOR FREE

26

On detecting an error, the DRAM chip sends a 64-
bit “Catch-Word” (CW) instead of data

C
H

IP

C
H

IP

C
H

IP

C
H

IP

C
H

IP

C
H

IP

C
H

IP

Pa
rit

y
C

hi
p

C
H

IP

Memory Controller

D0 D1 CW D3 D4 D5 D6 D7 PA

64-bits



XED: MUX TO SEND CATCH-WORDS

27Simple MUX to chose between Data and Catch-Word
Data or CW

64-Bits

Detect

CorrectCW

Yes



XED: ON-DIE ERROR INFO FOR FREE
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On detecting an error, the DRAM chip sends a 64-
bit “Catch-Word” (CW) instead of data
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WHY DO CATCH-WORDS WORK?
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Catch Word (CW) ≠ Valid Data (D2)
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Catch Word (CW) ≠ Valid Data (D2)
Then à PA ≠ D0 ⊕ D1 ⊕ CW ⊕ … ⊕ D7
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Catch Word (CW) ≠ Valid Data (D2)
Then à PA ≠ D0 ⊕ D1 ⊕ CW ⊕ … ⊕ D7

C
H

IP

C
H

IP

C
H

IP

C
H

IP

C
H

IP

C
H

IP

C
H

IP

Pa
rit

y
C

hi
p

C
H

IP

D0 D1 CW D3 D4 D5 D6 D7 PA

D2 = D0 ⊕ D1 ⊕ D3 ⊕ … ⊕ PA

Location Identified
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Catch Word (CW) = Valid Data (D2)
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Catch Word (CW) = Valid Data (D2) [Collision]
Then à PA = D0 ⊕ D1 ⊕ CW ⊕ … ⊕ D7
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33

Catch Word (CW) = Valid Data (D2) [Collision]
Then à PA = D0 ⊕ D1 ⊕ CW ⊕ … ⊕ D7
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• A chip stores 64 bits/cache-line à 264 combinations 
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COLLISIONS: NOT A PROBLEM

• A chip stores 64 bits/cache-line à 264 combinations 
• However even a 16Gb chip has only 228 cachelines
• Even if this entire chip contained different data 

there are nearly 263.99 data combinations free!

34The catch-word will most likely not collide
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XED FOR SCALING ERRORS

On-Die ECC
• Single Error Correction
• Always detects scaling errors (single-bit)
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CASE STUDY 1: SINGLE SCALING FAULT

Scaling fault within a single chip

37Parity reconstructs data from chip with scaling error
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CASE STUDY 2: MULTIPLE SCALING FAULTS

Scaling faults within multiple chips

38Disable XED + Retry
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CASE STUDY 3: CHIP FAULT

Catch-Word identifies the faulty chip

39Parity reconstructs data from failed chip
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CASE STUDY 4: CHIP + SCALING FAULT

Parity detects error even after retry à Chip Failure

40Disable XED + Diagnosis to locate chip failure
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EVALUATION
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USIMM : 8 Cores, 4 Channels, 2 Ranks, 8 Banks

FaultSim*: Memory Reliability Simulator
• Real World Fault Data
• 7 year system lifetime,
• Billion Monte-Carlo Trails
• Metric: Probability of System Failure
• Scaling Fault-Rate: 10-4

* Nair et. al. HiPEAC 2016



RESULTS: RELIABILITY

XED vs Commercial ECC schemes
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RESULTS: RELIABILITY

XED vs Commercial ECC schemes

43

XED provides strong reliability while using fewer chips
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SUMMARY

• DRAM Scaling introduces errors à On-Die ECC
• On-Die ECC is invisible to the memory system
• Exposing On-Die ECC: Efficient Runtime ECC 
• XED

– Exposes On-Die Error Detection using Catch-Words
– 2X fewer chips as compared to Chipkill
– 4X higher reliability as compared to Chipkill
– 21% lower execution time as compared to Chipkill

• XED à No change in memory protocols
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SDC AND DUE

a row to identify the faulty chip. Under high rate of scaling-
related faults, there is a small probability that 10% of the
lines in the row will have scaling errors. This may cause the
diagnosis to deem the incorrect chip as faulty. Fortunately,
even at a high error rate of scaling related fault, the chance
that 10% of the lines in a row will have errors is negligibly
small (10−12 under scaling-related fault rate of 10−4).

Table IV shows the DUE and SDC rate for XED, assum-
ing runtime failures are constrained to be within one chip.
The SDC rate is 1.4×10−13 and the DUE rate is 6.1×10−6.
Note that the DUE rate is two orders of magnitude smaller
than the likelihood of data loss due to multi-chip failure.
Given that our solution is not designed to tolerate multi-chip
failures, such failures will determine the overall reliability
of the system, rather than the SDC and DUE rates of XED.

Table IV
SDC AND DUE RATE OF XED

Source of Vulnerability Rate over 7 years

XED: Scaling-Related Faults No SDC or DUE

XED: Row/ Column/ Bank Failure 1.4×10−13 (SDC)

XED: Word Failure 6.1×10−6 (DUE)

Data Loss from Multi-Chip Failures 5.8×10−4

IX. DOUBLE-CHIPKILL WITH XED

Memory systems that seek stronger reliability than Chip-
kill implement Double-Chipkill to correct up-to two faulty
chips. Double-Chipkill requires four extra symbols, two each
for identifying the faulty chips and for correcting the data
of these faulty chips. Therefore, it is typically implemented
with 36 chips, whereby 32 chips store the data and 4 chips
store the check symbols. Unfortunately, accessing 36 chips
requires activation of upto two ranks over non-commodity
DIMMs consisting of x4 DRAM-chips. Thus, even with
x4 devices, Double-Chipkill requires overfetch of 100%. It
would be desirable to obtain Double-Chipkill level reliability
on a single cache line, without activating multiple ranks or
channels. We show how XED can be applied to conventional
Chipkill designs (with x4 devices) to obtain the reliability
similar to Double-Chipkill. For this section only, we assume
all systems are designed with x4 devices.

A. Use Erasure Coding For Error Correction

When XED is implemented on the top of conventional
Chipkill design, we would have two extra chips (16 data
chips plus two extra symbol chips). Given that XED can
provide the location of the faulty chips, we can perform
erasure based error correction using the two symbol chips to
correct upto two chip failures. As this implementation uses
18 chips of x4 devices, each access obtains only a single
cacheline, and avoids the power and performance overheads
of Double-Chipkill. We note that, with x4 devices, the Catch-
Word is only 32-bits, so the expected time to collision is
approximately 6.6 hours (fortunately, the latency to update
the Catch-Word is only a few hundred nanoseconds).

B. Results: Double-Chipkill with XED

Figure 9 compares the reliability of Double-Chipkill,
Single-Chipkill, and XED implemented with Single-Chipkill
systems, all evaluated in the absence of scaling errors. Over-
all, Double-Chipkill provides almost an order of magnitude
improvement over Single-Chipkill. Unfortunately, it incurs
significant power and performance overheads compared with
Single-Chipkill. XED allows the memory system to get
Double-Chipkill level reliability while retaining the hard-
ware of Single-Chipkill. In fact, given that XED on the top
of Chipkill has only 18 chips instead of the 36 chips for
Double-Chipkill, we observe that XED provides almost 8.5x
higher reliability than Double-Chipkill while obviating the
performance and power overheads of Double-Chipkill.
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Figure 9. Reliability of Single-Chipkill, Double-Chipkill, and XED-
based Single-Chipkill. Even with hardware similar to Single-Chipkill, XED
provides 8.5x more reliability than Double-Chipkill.

Figure 10 compares the reliability of Double-Chipkill,
Single-Chipkill, and XED on top of Single-Chipkill in the
presence of scaling errors. We assume the rate of scaling
errors to be 10−4. We note that, in the presence of scaling
errors, Double-Chipkill is 5.5x more effective than Single-
Chipkill. XED implemented with Single-Chipkill continues
to provide 8.5x better reliability than Double-Chipkill, pri-
marily due to fewer chips.
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Single-Chipkill in the presence of scaling faults. XED on Single-Chipkill
provides 8.5x more reliability than Double-Chipkill.
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ADDITIONAL BURST/TRANSACTION
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Figure 12. Normalized Memory Power (with respect to ECC-DIMM) for XED, Chipkill, XED on the top of Chipkill and Double-Chipkill.. The reduction
in memory power in Chipkill is due to the increased execution time. Double-Chipkill activates two channels and consumes significantly more power.

the contrary, XED consumes the same amount of power as
ECC-DIMM based SECDED implementation as it activates
only a single rank. Furthermore, because it activates only
a single rank, XED also takes almost the same amount of
execution time as SECDED systems.

Conventional Double-Chipkill systems consume 8.4%
more memory power than ECC-DIMM based SECDED
implementation. This is because, even though ECC-DIMM
based Double-Chipkill systems increase execution time by
63.5%, they also activate 36-DRAM chips (by activating four
ranks). This higher execution time does not compensate for
the activation overheads and increases the memory power
consumption by 8.4%. XED based Double-Chipkill reduces
the memory power consumption by 8% by activating only
18 DRAM-chips instead of 36 DRAM-chips for traditional
Double-Chipkill. Furthermore, the likelihood of receiving
multiple Catch-Words are rare (1 in every 200K accesses)
and therefore they consume negligible power overheads.

C. Impact of adding a Burst or Transaction

XED relies on Catch-Word to convey error detection
information. There are alternative ways to convey this infor-
mation such as using additional bursts or transactions. The
memory vendors can change the DDR protocol to expose
On-Die ECC information by adding a burst. Adding another
burst incurs a 25% overhead in current memory systems as it
increases the burst size from 8 to 10. Furthermore, DRAM
vendors are reducing the burst-size to one or two [42,43]
which would increase this overhead to about 50%-100%.
Alternatively, the memory controller can issue another trans-
action to fetch the On-Die ECC. Figure 13 shows the nor-
malized execution time and power for these two alternatives
(additional burst or additional transaction) compared to XED
for both Chipkill and Double-Chipkill. Both these alternative
implementations increase power consumption and execution
time significantly compared to XED implementations for
both Chipkill and Double-Chipkill.

The recently introduced DDR4 standards provide an
ALERT n pin [6,11] to indicate errors in address, command,
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Figure 13. The performance and power overheads of exposing On-Die
ECC using adding an additional two bursts or a transaction, instead of XED.

or write operations. As there is only one ALERT n pin
provisioned for the entire DIMM, the ALERT n signal
can only convey that one of the chip is faulty, however
it cannot identify the chip that encountered the fault. If
future standards [44] could extend the ALERT n pin to also
convey the location of the faulty chip, then XED can be
implemented using ALERT n instead of using Catch-Words.

XII. RELATED WORK

A. Strong Memory Reliability: Orthogonal Proposals

Our paper implements high-reliability memory systems
in the presence of On-Die ECC. Several prior studies have
looked at enhancing memory reliability, albeit they do not
leverage On-Die ECC, and are orthogonal to XED. For
instance, Memguard [45] tries to use ordinary Non-ECC
DIMMs to provide strong reliability by storing hashes of
data and check-pointing data. Memguard stores hashes of
data values to detect errors. Memguard does not expose
or reuse On-Die ECC and incurs checkpointing overheads
for tolerating chip-failures. In a similar vein, COP [46] and
Frugal-ECC [47] can use ordinary DIMMs to provide ECC

11



XED VS LOT-ECC

protection by storing ECC alongside compressed lines. Un-
like XED, COP and Frugal-ECC are vulnerable to cachelines
are incompressible. XED enables all cachelines, whether
they are compressible or not, to be protected and guarantees
very high reliability. Virtualized ECC (VECC) [12] enables
memory systems to have tiers of ECC and can provide
Chipkill-level ECC using x8 DRAM-chips. However, VECC
requires support from the OS for managing the locations
of these ECC tiers. Bamboo-ECC [48] and ARCC [15]
tries to tradeoff reliability with the storage and performance
overheads of maintaining ECC. These schemes will benefit
from XED as XED can be plugged into these schemes to
provide additional reliability.

Prior work have also looked at RAID schemes and ap-
plied them to DRAM-DIMMs. Unfortunately, these RAID
inspired schemes tend to have read modify write and parity
update overheads. For instance, Multi-ECC [49] provides
Chipkill using x8 DRAM-chips by using Checksum based
detection and parity-based correction. Unfortunately, Multi-
ECC has additional write overheads to update the checksum.
Another related work is the LOT-ECC [13] design that
uses x8 chips to provide Chipkill by having tiers of error
detection and correction code. We compare LOT-ECC and
with XED. Figure 14 shows the execution time of LOT-ECC
and XED when compared to a baseline ECC-DIMM. LOT-
ECC has 6.6% higher execution time compared to XED, as
it increases the number of writes to the memory system.
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Figure 14. Execution time of LOT-ECC [13] with respect to XED. LOT-
ECC causes a slowdown of 6.6%.

B. Enabling DRAM Scaling By Tolerating Faults

Prior works such as Archshield [1] and CiDRA [2]
have been proposed to mitigate scaling-faults. ArchShield
is designed specifically to handle scaling faults and can
tolerate runtime failures at only a single bit granularity.
CiDRA also discusses mitigating multiple runtime single-bit
failures using On-Die ECC and uses a small SRAM cache
to mitigate multi-bit failures. Unfortunately, it is impractical
to extend this design to handle a chip failure. For example,
to tolerate chip failures, CiDRA will need to provision an
SRAM structure that is sized for at-least one DRAM chip

(upto a few GBs), incurring prohibitive overheads. On the
contrary, XED avoids such SRAM overheads and enables
On-Die ECC to be seamlessly used to tolerate both scaling-
faults and runtime-faults.

Going forward, Citadel [16], Freefault [50] and Parity
Helix [51] tries to address large-granularity faults in stacked
memories. XED can be used with these techniques to
provide higher reliability even for stacked memories.

XIII. SUMMARY

As DRAM technology scales to smaller nodes, the rate of
unreliable bits within the DRAM chips is increasing [3,22].
Memory vendors are planning to provision On-Die ECC to
handle the scaling-induced faulty bits [3,5,6]. To maintain
compatibility with DDR standards, and to avoid the band-
width overheads of transmitting the ECC code, the On-Die
ECC information is not currently exposed to the memory
controller and therefore, this information cannot be used
to improve memory reliability. To enable low-cost higher-
reliability memory systems in presence of On-Die ECC,
this paper proposes proposes XED (pronounced as “zed”,
the British pronunciation of the letter “z”), a technique
that eXposes On-Die Error Detection information to the
memory controller while avoiding the bandwidth overheads
and changes to the memory standards. Our proposed imple-
mentation of XED has the following features:

1) XED exposes On-Die error detection information us-
ing Catch-Words, thereby avoiding any changes to the
DDR protocol or incurring bandwidth overheads.

2) XED uses the 9-th chip in the ECC-DIMM to store
parity information of all the chips, and uses the error
detection information from the On-Die ECC to correct
the data from the faulty chip using a RAID-3 scheme.

3) XED not only tolerates chip-failure, but also mitigate
scaling faults even at very high error rates (10−4).

XED provides Chipkill-level reliability using only a single
9-chip ECC-DIMM, and Double-Chipkill on a conventional
implementation of Single-Chipkill. Our reliability evalua-
tions show that XED provides 172x higher reliability than an
ECC-DIMM and reduces execution time by 21% compared
to traditional Chipkill implementations. As DRAM technol-
ogy ventures into sub 20nm regime, we believe solutions
such as XED that spans across multiple sub-systems will
become necessary to provide high reliability at low-cost.
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