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ABSTRACT

Deep learning models are a valuable “secret sauce” that confers a
significant competitive advantage. Many models are never visible to
the user and even publicly known state-of-the-art models are either
completely proprietary or only accessible via access-controlled APIs.
Increasingly, these models run directly on the edge, often using a low-
power DNN accelerator. This makes models particularly vulnerable,
as an attacker with physical access can exploit side channels like
off-chip memory access volumes. Indeed, prior work has shown
that this channel can be used to steal dense DNNs from edge devices
by correlating data transfer volumes with layer geometry.

Unfortunately, prior techniques become intractable when the
model is sparse in either weights or activations because off-chip
transfers no longer correspond exactly to layer dimensions. Could
it be that the many mobile-class sparse accelerators are inherently
safe from this style of attack?

In this paper, we show that it is feasible to steal a pruned DNN
model architecture from a mobile-class sparse accelerator using the
DRAM access volume channel. We describe HuffDuff, an attack
scheme with two novel techniques that leverage (i) the boundary
effect present in CONV layers, and (ii) the timing side channel of
on-the-fly activation compression. Together, these techniques dra-
matically reduce the space of possible model architectures up to 94
orders of magnitude, resulting in fewer than 100 candidate models
— a number that can be feasibly tested. Finally, we sample network
instances from our solution space and show that (i) our solutions
reach the victim accuracy under the iso-footprint constraint, and
(ii) significantly improve black-box targeted attack success rates.

CCS CONCEPTS

• Security and privacy → Side-channel analysis and coun-

termeasures; • Computer systems organization → Neural

networks.
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1 INTRODUCTION

Commercial products that rely on deep learning (DNN) have be-
come common in both the cloud and mobile spaces. Thus, their
machine learning (ML) models and datasets used in DNN training
have become valuable intellectual property, vital for maintaining a
company’s competitive advantage. Consequently, key models are
often not published, and even non-profit institutions avoid releasing
their ML models, gate them behind invitation-only APIs, or delay
their release, ostensibly due to concerns about misuse [67–70].
Why steal DNN models: Most importantly, knowing the model
architecture enables followup attacks on DNN inference engines,
such as adversarial example generation [22], stealing weights [87],
or membership inference attacks [80]. Moreover, the desire to
“adapt” a competitor’s DNN model is perhaps unsurprising, as im-
provements on tasks like ImageNet [13] largely come from new
model architectures [29, 32, 82]. The alternative, such as developing
and training an in-house model, tends to be far more expensive.
However, if the adversary can reverse-engineer an unpublished
model’s architectural parameters (layer dimensions, pruning fac-
tors, etc.), their effort to develop an efficient model is dramatically
reduced [33].
DNN inference vulnerability — edge vs. datacentre: Our paper
focuses on models that are deployed on edge devices in the field,
as opposed to those in a datacentre. In this scenario, the attacker
can relatively easily obtain physical access to the device. Many
such devices do not offload computation (such as DNN inference)
to the cloud for privacy concerns and transmission power limita-
tions, instead performing their computation locally on-device. In
addition, such devices often have relatively limited compute capa-
bilities and low power envelopes [9, 10, 72, etc] compared to cloud
accelerators [45, etc], which encourages using pruned DNN models.

Many DNN edge deployment scenarios exist, including safety-
critical applications like autonomous driving [85] and robotics [47],
as well as wearable health applications [60] where privacy matters.
When DNNs are used for applications where safety and privacy are
paramount, they are often IP-protected, and deploy on devices with
extra security protections like memory encryption [25] or even
light-weight SGX-like secure enclaves [34, 54, 81] to protect the
DNN model from theft.

Edge-deployed DNNs invoke new security concerns as compared
to datacentre-deployed DNNs. Various side-channel attacks have
been showcased for CPUs [92] and GPUs [62, 89] in datacentres,
but these attacks are less applicable on edge devices. Attacks in
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a datacentre [62, 89, 92] typically leverage shared resource con-
tention between the adversary and the victim to compromise a
multi-user system. In contrast, edge devices typically lack support
for virtualization and have only a single user [40]. Thus, attacks and
threat models designed for datacentres are generally not applicable
to edge devices.

As edge devices are typically deployed in the field, they can be
physically accessible to an adversary (attacker) and are vulnerable to
a broad range of attacks [40]. For instance, a number of attacks have
been demonstrated on accelerators targeting Dynamic Random Ac-
cess Memory (DRAM) bus snooping [33, 35], coldboot attacks [90],
physical side channels like electromagnetic (EM) or power signa-
tures [4, 91]. Moreover, physical access to devices enables invasive
attacks such as decapsulation [5] and microprobing [88]. For exam-
ple, DeepLaser [5] decapsulates the chip and uses a laser to cause
bit flips to violate output integrity. Performing such attacks requires
a specialized lab and is usually destructive to the device. Overall,
as compared to the cloud (e.g., the attacker could be a datacentre
employee), physical access is typically easier in edge devices, as
attested by prior work [26, 33, 35, 37, 90].

In this paper, we focus on the threat model that places the fewest
limits on the attacker. Our threat model only requires physical access
to the device to monitor the DRAM bus. This is realistic, as typical
accelerator designs [2, 10, 20, 30, 46, 48, 53, 56, 72, 84, 93, 95, 96]
consist of an on-chip accelerator SoC and external off-chip DRAM,
with the off-chip DRAM either in a socket (e.g., via a DIMM) or
directly mounted on the same PCB. For the former, the Hybrid
Memory Trace Tool (HMTT) [39] can be used to probe; for the latter,
tools like [86] are able to perform measurements in the currently
dominant Surface Mount Technology (SMT) [74]. Edge devices that
fall in this category include Raspberry Pi 4, Google Nexus One, etc.
Limitations of prior attacks: (Un)fortunately, prior model steal-
ing attacks [33, 35] do not work on sparse accelerators that execute
pruned models (i.e., which skip zero weights and/or activations).
Pruning, however, is common in edge devices as it can dramati-
cally reduce the model size, with 90% or more of the weights set to
zero [17, 28]. A sparse accelerator can leverage pruning to signifi-
cantly reduce the energy and latency of inference [10, 20, 27, 72].

Irregular sparsity also makes reverse-engineering DNN archi-
tectures significantly more difficult. This is because the volume of
data transferred for each tensor is compressed (to eliminate the
zeros) and no longer directly corresponds to tensor dimensions;
thus, their memory-related side-channel information is obfuscated.

Table 1 illustrates the magnitude of the problem. We first apply
ReverseCNN [35], the state-of-the-art DRAM volume side-channel
attack, to an Eyeriss-like [9] dense accelerator running ResNet-
18 [29]. This attack yields only 8 possible solutions. Then, we
straightforwardly extend this approach to attack sparse models
on a variant of the Eyeriss that accommodates weight and activa-
tion sparsity. This yields a whopping 4 × 1096 solutions — a number
that is clearly impossible to train and evaluate.
Key insights: This paper overcomes this problem by using a novel
attack that leverages two key insights:

– We observe that Convolutional (CONV) layers exhibit a bound-
ary effect [23, 24, 41, 79]. This means that features at the edges
are not translationally equivariant with the shift operations

Table 1: Solution space and resources required to reverse en-

gineer dense ResNet-18 using ReverseCNN [35] and sparse

ResNet-18 (pruned by 10×) using the Lottery Ticket Hypoth-

esis [17].

Number of solutions Resources required
Dense 8 16 GPU hours
Sparse 4 × 1096 9.1 × 1092 GPU years

as opposed to the features elsewhere. Therefore, probing the
accelerator with multiple carefully constructed images col-
lectively allows us to detect boundary effects across many
layers. This helps determine filter dimensions, stride fac-
tors, and pooling parameters based on different boundary
responses.

– A sparse accelerator’s post-processing unit performs on-the-
fly encoding that compresses the dense partial sums into
sparse output feature maps. This means that a timing side
channel can be used to reveal the ratio between the sizes of
dense partial sums across different layers.

These generic insights apply to all inference accelerators with ir-
regular sparsity that we know of [2, 10, 20, 30, 46, 48, 53, 56, 72, 84,
93, 95], as well as a vast range of pruned DNN architectures.
Contributions: In developing our attack, HuffDuff, we make the
following four contributions:

– We identify patterns of inputs that can be fed to a layer to
predictably trigger different off-chip traffic volumes. This
allows us to determine the filter dimensions.

– We show how to construct inputs that create such patterns
many layers downstream, revealing geometries of layers for
which we cannot directly provide inputs.

– We describe how to collectively use multiple probes to over-
come unobservable boundary effects.

– We identify a compression-time side channel that reveals the
ratio between partial sum footprint across all layers, which
further reveals their channel counts. Since the boundary
effect is agnostic to channel counts, this fills up the missing
component that the prober cannot identify.

HuffDuff can reverse-engineer pruned modern deep CNNs within
hours, typically yielding less than a hundred possibilities that can
be trained and tested in a reasonable time by an attacker. Our evalu-
ation shows that HuffDuff solutions reach the victim accuracy and
raise the black-box targeted attack success rate to a semi-white-box
level (in which the attacker knows the correct architecture).

2 THREAT MODEL

Our threat model reflects a situation where an unstructured pruned
DNN model is executing inference tasks locally on an edge device.
The DNN accelerator supports 2-sided unstructured sparsity with
off-chip DRAM. We assume that the attacker has device access and
can provide inputs (e.g., via a camera) and monitor chip↔DRAM
transfer volume (but not contents).

This threat model, illustrated in Fig. 1, is the same as that of prior
work [35], except that we allow the DNN accelerator to support
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Figure 1: The threat model of HuffDuff (inspired by [35]). It

consists of a trusted sparse DNN accelerator and an untrusted

external memory system.

sparse execution. We describe our threat model in more detail
below.
Attacker’s objective: The attacker aims to reverse-engineer the
DNN model architecture being used for inference such that the
attacker can (a) re-train to obtain a model with on-par or better
accuracy and efficiency, or (b) use the knowledge gained to mount
follow-up attacks, such as generating adversarial examples [22],
model extraction [87], or membership inference [80].

The aim is to determine all network architectural hyperparame-
ters including (a) the layer geometry (input size, output dimensions,
filter dimensions) of each layer in the DNN, (b) the dataflow graph
among the layers, and (c) the weight sparsity factors for each layer.
Once these hyperparameters are determined, the attacker can re-
train the model on their own data, obtaining models with a similar
level of accuracy and resource efficiency (e.g., sparse footprint).

Next, we explain how reverse-engineering these models can help
mount follow-up attacks using adversarial example generation [22]
as an example.

Adversarial example generation is a process of turning a benign
input sample into a malicious sample by adding small perturbations
that are indistinguishable to human eyes. There are well-established
adversarial example generation algorithms like FGSM [22] for the
white box setting where the attacker has access to the victim model;
FGSM leverages gradient information to find perturbations that
maximize the loss versus the true label under the infinite-norm
constraint.

However, in a black box setting like our threat model, the at-
tacker usually has no access to any model information like model
architecture and parameters. Sometimes, the attacker can rely on
transferability between models [71]: adversarial examples gener-
ated from performing a white-box attack on a random surrogate can
compromise the black-box victim models. Such transferability is,
however, limited to simple attacks [59] on small-scale datasets, and
non-targeted attacks where any misprediction counts as success. In
reality, targeted attacks are usually more threatening, with severe
consequences that are crucial to mitigate.

To boost the targeted attack success rate, prior works [59, 65]
have identified that network architecture similarity between the
surrogate and the victim plays an important role. Intuitively, this
makes sense, as an architecturally similar surrogate provides more

accurate gradient information than a random surrogate. Indeed,
Deepsniffer [33] demonstrates that targeted attack success rates
increase if the surrogate is from the same model family as the vic-
tim, and shows significant improvement in targeted attack success
rates with reverse-engineered surrogates (as compared to random
surrogates from a model zoo). Therefore, reverse-engineering the
victim architecture is crucial to improve (and even enable) follow-up
attacks.
Attacker’s capabilities: The attacker has physical access to the
device and can monitor the signals while the device is executing
through a DRAM tracing tool like HMTT [39] or other probes [86].
Specifically, we assume the attacker can observe distinct DRAM
accesses with addresses and operation types (read or write) for each
access; this is the same assumption made by prior attacks [33, 35].
The attacker can also construct bespoke inputs (e.g., images) to be
processed by the accelerator [35] (e.g., by faking camera inputs).

In contrast, we assume that the attacker is unable to observe or
manipulate the data being read or written from DRAM (e.g., due to
data encryption), and cannot observe internal on-chip states.
Workload: We assume that our victim is a Convolution Neural
Network (CNN) that is statically pruned in an unstructured man-
ner [17, 28] for maximum compression. Structured pruning, while
also in use, is a simpler case, so we focus on unstructured prun-
ing here1. We assume that the victim uses ReLU activation where
negative values are clamped to zero; this enables accelerators to
transfer compressed activations to save energy. Additional opti-
mization such as magnitude-based dynamic activation pruning [57]
can be viewed as ReLU generalized to a non-zero cut-off. In con-
trast, dynamic activation pruning is rarely used compared to weight
pruning; unlike weights, ineffectual activations cannot be statically
pruned and detecting them adds runtime overhead. Overall, ReLU
generates a decent amount of zeros, and further dynamic pruning
only provides marginal savings.
Execution environment: We assume that the model executes on
a dedicated edge DNN accelerator comprising (a) a systolic-array-
like accelerator chip and (b) off-chip memory (Fig. 1 “protected”
accelerator). We allow the accelerator to support both weight and
activation sparsity, with zero-skipping during execution. It also
supports compressing weight and activation tensors during off-chip
memory communication. We also assume the accelerator performs
layerwise execution so that the entire footprint of all data types
is present in the external DRAM memory system at least once.
This corresponds to a vast range of edge-class DNN accelerators
proposed in the literature [10, 20, 30, 46, 48, 53, 56, 72, 84, 93, 95].

We allow encrypted tensor data to be transferred off-chip. Mem-
ory encryption techniques have been studied to protect physical
memory attacks from mobile devices [25], and commercial products
like ZeroPoint Secure memory [94] have been deployed. SGX-like
secure enclaves [11, 12, 97] that further provide integrity and fresh-
ness guarantees also encrypt data transferred off-chip through a
Memory Encryption Engine (MEE). Although full SGX support
might be overkill and create huge performance overhead for DNN

1See also Broader Application below.
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accelerators, light-weight SGX techniques have been used in acceler-
ators like GuardNN [34], TNPU [54], and Seculator [81], which pro-
vide confidentiality, integrity, and freshness guarantees at coarser
(tile/layer) granularity. Meanwhile, we do not require memory ad-
dresses to be contiguous in DRAM. However, we assume that a
written DRAM address maintains its value (unlike in ORAM [19])
and traffic volumes are not obfuscated by injecting random requests
(as they would be in ORAM). We believe ORAM-like measures that
inject faux requests and autonomously move data in DRAM are far
too energetically expensive to be practical in an edge accelerator.

Finally, as common practice, we assume that operations such as
batch normalization, ReLU, accumulator quantization, and on-the-
fly activation compression are handled within the post-processing
module on-chip [9, 10, 45, 63, 72].
Excluded configurations: We exclude SRAM-only accelerators [6,
15, 27]2, which do not have off-chip memory accesses. We also
exclude accelerators that execute multiple layers on-chip [3, 18, 38];
indeed, we are unaware of any sparse DNN accelerators that do
that.3

Broader application: Our choice of workloads and execution
environments correspond to the most challenging case where all
available side-channel information is blurred. Memory volume of all
data types (weights, input, and output activation) cannot directly
correspond to layer geometries due to the unknown amount of
pruned or compressed zeros. Execution time also cannot correspond
to layer geometries we have an unknown amount of skipped zeros.

Our techniques apply to a broader range of workloads and envi-
ronments than the ones specified above. In fact, relaxing some of
these assumptions makes the problem easier to solve: for example,
executing pre-activation batch-norm layers separately means that
additional side-channel information on the exact activation tensor
volumes (since partial sums are typically dense) is also revealed.
Similarly, accelerators with structured sparsity [14, 36, 64] can be
attacked by existing techniques for dense execution [33, 35], since
the transfer sizes do not vary with data content.

3 DENSE-CASE: APPROACH AND SOLUTIONS

We first formulate the task for the simpler case where the DNN
model is dense (not pruned) and the accelerator does not support
sparse execution. We then review the analytical solution approach
employed by prior work [35], which we refer to as ReverseCNN.

3.1 Problem Formulation

Recall from Section 2 that the attacker aims to determine the model’s
architectural parameters, shown in Table 2. This includes (1) input
activation tensor dimensions 𝑋,𝑌,𝐶; (2) output activation tensor
dimensions 𝑃,𝑄, 𝐾 ; (3) kernel dimensions 𝑅, 𝑆,𝐶, 𝐾 ; (4) convolu-
tion stride STRIDE𝑋 and STRIDE𝑌 ; and (5) pooling layer factors
POOL𝑋 and POOL𝑌 . The attacker can observe the type, address,

2Cerebras wafer-scale accelerators (WSE-2) [6] are primarily for training large DNNs,
and they do have external DRAM called MemoryX [58] from which weights are
streamed into the accelerator. Nevertheless, WSE-2 has a huge 40 GB on-chip SRAM
that might fit the entire model during inference.
3[66] is a sparse accelerator that fuses bottleneck blocks, but they are then executed
as if they were single layers.

and transfer sizes to/from off-chip memory, but cannot decipher
the data.

Table 2: Symbols for Input, Output, and Weight tensors: up-

percase = actual; lowercase = unknown.

𝐼 and𝑂 input/output activation tensor transfer sizes
𝑊 weight tensor transfer size
𝐶 and 𝐾 number of input and output channels
𝑋 × 𝑌 × 𝐶 output activation map dimensions
𝑃 × 𝑄 × 𝐾 input activation map dimensions
𝑅 × 𝑆 × 𝐶 × 𝐾 weight tensor dimensions
STRIDE𝑋 , STRIDE𝑌 width and height convolution stride
POOL𝑋 , POOL𝑌 width and height pooling factors

We use the convention that uppercase symbols indicate the actual
(possibly unknown) dimensions, while lowercase letters indicate
the corresponding variables in constraint equations.

3.2 Prior Solution: ReverseCNN

ReverseCNN [35] finds the hyperparameters of interest by formulat-
ing constraint equations that relate the observed off-chip memory
traffic volumes to layer dimensions.

Their key observation is that the read-after-write (RAW) de-

pendency between layers must be preserved independent of any
micro-architectural details or mapping/scheduling choices. Thus,
the output feature map of one layer becomes the input feature map
of one or more layers downstream. Because the attacker is able to
monitor the DRAM addresses, we can identify these dependencies
regardless of how the tensors are laid out in the address space.4

From this, one can also determine the memory footprint of the
input and output activation tensors (𝐼 and 𝑂) as follows. For the
first layer, the size of 𝐼 is known, as the attacker controls the inputs
to the accelerator (e.g., by spoofing camera outputs) [35]. For each
subsequent layer, each activation layer 𝑂 is first written to some
memory addresses, and then the same addresses are later read (pos-
sibly more than once) as the input 𝐼 of another layer. This yields the
footprint of 𝐼 and 𝑂 , as well as the boundaries between processing
different layers. Weights are not modified during inference, so the
footprint of tensor𝑊 for the layer can be determined by identifying
read-only addresses accessed during the layer’s processing.

Once the traffic volumes for 𝐼 ,𝑂 , and𝑊 are known, ReverseCNN
formulates the following set of equations for each layer to determine
the channel counts 𝑐 and 𝑘 , the activation and dimensions 𝑥 , 𝑦, 𝑝 ,
and 𝑞, the filter dimensions 𝑟 and 𝑠 , convolution stride stride𝑥 and
stride𝑦 , and pooling factors pool𝑥 and pool𝑦 :

𝑥 × 𝑦 × 𝑐 = size(𝐼 ) (1)
𝑝 × 𝑞 × 𝑘

pool𝑥 × pool𝑦
= size(𝑂) (2)

𝑟 × 𝑠 × 𝑐 × 𝑘 = size(𝑊 ) (3)
𝑥 = stride𝑥 × 𝑝 + 𝑟 − stride𝑥 (4)
𝑦 = stride𝑦 × 𝑞 + 𝑠 − stride𝑦 (5)

𝑟 = 𝑠; 𝑥 = 𝑦; stride𝑥 = stride𝑦 ; pool𝑥 = pool𝑦 (6)

4Note that this holds even if the memory is reused: each write generates a new name
or “version” for the address as is typically done when converting code to Static Single
Assignment (SSA) form [77].
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Following ReverseCNN [35], we assume that activations, filters,
strides, and pooling layers are symmetric (Eq. 6); CNNs for vision
typically fit these assumptions [61].

This helps reverse-engineer a single layer. ReverseCNN [35] re-
lies on induction to extend this to multiple layers. First, recall that
𝑥 , 𝑦, and 𝑐 for the first layer are known because the attacker can ob-
serve (and, indeed, craft) inputs to the chip. Then, any layer reading
the𝑂 tensor from the first layer will have the following dimensions
for its 𝐼 tensor (due to inter-layer RAW data dependency):

𝑥next =
𝑝

pool𝑥
, 𝑦next =

𝑞

pool𝑦
, and 𝑐next = 𝑘 (7)

This allows ReverseCNN [35] to again apply Eqs. 2–6 and recur-
sively solve for the geometry of all layers.

In this way, ReverseCNN [35] can reverse-engineer most dense
DNNs: as shown in Table 1, it yields only 8 possible solutions for
dense ResNet-18.

4 TACKLING SPARSE MODELS

The problem becomes significantly more complicated when pruned
models run on a sparse DNN accelerator [10, 20, 72] or a DNN
accelerator that compresses tensors when they are transferred to
and from off-chip memory [9].

4.1 Challenges

If we employ a sparse accelerator, the data blocks that are trans-
ferred to/from off-chip DRAM no longer correspond directly to

the relevant tensor dimensions. This is because sparse accelera-
tors compress tensors for both evaluation and transfer by eliding
zeros. This is the case for both weight tensors (where the attacker
does not know the pruning factor) and activation tensors (which
depend both on weight values and input activation values). Because
of this, ReverseCNN’s Eqs. 1–3 no longer hold. Instead, we have
the following three inequalities:

𝑥 × 𝑦 × 𝑐 ≥ size(𝐼 ) (8)
𝑝 × 𝑞 × 𝑘

pool𝑥 × pool𝑦
≥ size(𝑂) (9)

𝑟 × 𝑠 × 𝑐 × 𝑘 ≥ size(𝑊 ) (10)

In other words, these inequalities state that the size of any tensor
is at least as large as the corresponding DRAM transfer volume
observed by the attacker. However, as this is only a lower bound,
these tensors could be much larger depending on the pruning factor
or activation sparsity. Note that there are no upper bounds for any
of the unknowns, so solving this system of inequalities will yield
an infinite number of solutions even for a single layer.

4.2 Naı̈vely Handling Sparsity

One might think that solving Eqs. 8–10 is simply a matter of es-
tablishing an upper bound for the expected sparsity — perhaps by
profiling many different models for a related task — and obtaining
a finite number of solutions. To understand this, let’s write 𝛼 to
mean this maximum sparsity for the weight tensor, where 𝛼 = 0.9
means that 90% of the weights have been pruned away. This gives

us an additional equation that is denoted as follows:

𝑟 × 𝑠 × 𝑐 × 𝑘 ≤ size(𝑊 )
1 − 𝛼 . (11)

Unfortunately, sparsity levels can vary significantly among lay-
ers, even for some optimally pruned nets like a 10× compressed
ResNet-18 [29] — for example, the first and final layers are typically
hard to prune whereas intermediate layers can be quite sparse. This
means that the upper bound is likely to be a very high sparsity fac-
tor (e.g., 𝛼 = 0.999); indeed, the Conv5 3 layer of our pruned version
of VGG-S has 3627 out of 2359296 weights that are retained, corre-
sponding to 𝛼 = 0.9985 with no loss of accuracy. So the question is,
how well does such a bound constrain the solution space?

To better understand this, let us consider solving for a layer’s
output channel count 𝑘 using Eqs. 10 and 11. Let us assume that we
have already solved the prior layer, so we know the actual value
of 𝑐 from the data dependency constraint on the previous layer’s
output activations (Eq. 7). Again, we will denote actual values with
uppercase letters and constraint variables as lowercase, so here we
know that 𝑐 = 𝐶 . Let’s for the moment imagine that we also know
that 𝑟 = 𝑅 and 𝑠 = 𝑆 so that only 𝑘 is unknown. We will denote the
actual weight sparsity as 𝛽 , and the assumed upper bound on the
sparsity as 𝛼 . Substituting Eq. 11 into Eq. 10 yields:

size(𝑊 ) ≤ 𝑅 × 𝑆 ×𝐶 × 𝑘 ≤ size(𝑊 )
1 − 𝛼 (12)

Rewriting the observed weight footprint𝑊 in terms of the actual
sparsity 𝛽 then gives us the following equations.

(1 − 𝛽)𝑅𝑆𝐶𝐾 ≤ 𝑅 × 𝑆 ×𝐶 × 𝑘 ≤ (1 − 𝛽)𝑅𝑆𝐶𝐾1 − 𝛼 (13)

(1 − 𝛽)𝐾 ≤ 𝑘 ≤ (1 − 𝛽)𝐾1 − 𝛼 (14)

Observe that the tightness of this bound is determined by (a) the
actual weight sparsity 𝛽 , and (b) how close the upper bound 𝛼 is to
𝛽 . While we now have a finite number of solutions, typical ranges
for 𝛽 can be around 50% up to 99.9%, yielding very loose bounds.
For example, for VGG-S [82] and ResNet-18 [29], we have 2.6 × 1074

and 4 × 1096 of possible solutions for the whole network, a number
of possible geometries that is infeasible to train and evaluate.

In the next three sections, we show how to reduce the number
of solutions to a manageable level by (i) actively probing the accel-
erator with carefully constructed input patterns and (ii) exploiting
architectural insights about DNN accelerators.

5 LEARNING VIA ACTIVE PROBING

5.1 Exploiting the Boundary Effect

Convolutional layers in modern CNNs are not fully translationally
equivariant, a phenomenon known as the boundary effect [23, 24,
41, 79]. This effect arises on the edges of an input feature map,
where the part of the convolution filter that is outside of the feature
map does not contribute to the output activation. Typically CNNs
perform zero padding in this case [61]. We will take advantage of
this to determine the dimensions of the convolutional filters in the
model under attack.

To understand this effect, let us first examine how a single-
channel 1D convolution is affected by different inputs. Fig. 2 shows
a 3×1 filter [3, 4, 5] on three 5×1 inputs, [1, 0, 0, 0, 0], [0, 1, 0, 0, 0],
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and [0, 0, 1, 0, 0], to get a 5×1 output. Note that, for the first input
(Fig. 2a), the leftmost element of the filter (1) is always out of bounds,
and never involved in the convolution or reflected in the output.
However, for the second and third inputs (Fig. 2b and Fig. 2c), all of
the filter elements make it to the output vector.

1 1 1 1 14 534 53 4 53 4 53 4 53

5 4 0 03

(b) 00 001input: output: 00345 nnz: 3

1 1 4 534 53 1 4 53 1 4 53 1 4 53

4 3 0 00

(a) 01 00 0input: output: 00034 nnz: 2

11 1 1 1 14 534 53 4 53 4 53 4 53

0 5 3 04

(c) 00 010input: output: 03450 nnz: 3

Figure 2: Boundary effect in 1D convolution and its outcome

on different inputs. nnz = # of non-zero elements in the out-

put. ReLU activation is omitted for clarity.

Now, note that the number of non-zero elements (nnz) is the same
in panes (b) and (c), but different in pane (a). This difference tells us
something about the size of the filter. Specifically, the difference in
the nnz between (a) and (b) tells us that there is at least one filter
element to the left of the filter center, and the fact that the nnz is
the same for (b) and (c) tells us that there is at most one. Applying
the same reasoning on the right input boundary (not shown) allows
us to conclude that the filter is 3×1 and centered around the second
element. If the filter were 1×1, all cases would have the same nnz,
and if the filter were 5×1, all cases would have different nnzs.

How can we take advantage of this? Our threat model allows the
attacker to craft inputs to the accelerator, so we can certainly probe
at least the first layer of the CNN this way. In a dense accelerator, we
cannot observe this difference, because an attacker can only observe
the volume of memory transfers can be observed, not the actual
values (e.g., on account of encryption). But in a sparse accelerator
that compresses activations for storage [9, 10, 20, 72], the size of
the tensor being transferred will be different because the zeros will
be elided from the output activation tensor.

This gives us an intuition for determining the convolutional
filter dimensions 𝑟 and 𝑠 : we will probe the accelerator with inputs
crafted to determine the filter size (using the 2D equivalent of Fig. 2),
measure the transferred activation size to find the number of non-
zeros, and compare the different cases to determine the filter size.

However, two difficulties arise in practice. First, the attacker has
direct control over the input queries for only the first layer, and
cannot directly craft any of the intermediate feature maps. The
inputs to the second layer will have passed through the first layer’s
convolutional filters, so there is no reliable way to create the pattern
of single activations surrounded by zeros shown in Fig. 2. Stride
and pooling further obfuscate this.

Second, in practice convolution layers are affine, i.e., they either
have an additive bias or are followed by a batch normalization
layer. This means that the input zeros may not propagate to the
output: for example, if there is a bias of +1 in Fig. 2, the output in
all three cases will have five non-zeros. We show how to address
these difficulties in the next sub-section.

5.2 Handling Bias and Batch Normalization

Bias and the additive term in batch normalization can render the
technique above ineffective. For example, if the convolution in-
cludes a bias term of +2, the cases in Fig. 2 become:

01 00 0 22256 nnz: 54 53∗ + 2256 22

10 00 0 22567 nnz: 54 53∗ + 2267 52

00 01 0 25672 nnz: 54 53∗ + 2572 62

Now, these cases can no longer be distinguished, because the
number of non-zeros is the same for all three. To mitigate this, we
make two observations: (i) the probe inputs can be any number, not
just 1, and (ii) the ReLU activation function will make all negative
values zero in the output feature map. For example, if the probe
vector contains −1 instead of 1, the filter footprint will be negative
(and thus zero post-ReLU), while the bias terms will be non-zero:

0–1 00 0 222–1–2 nnz: 34 53∗ + 2200 22

–10 00 0 22–1–2–3 nnz: 24 53∗ + 2200 02

00 0–1 0 2–1–2–32 nnz: 24 53∗ + 2002 02

Note that, while the nnz for the edge and non-edge cases is the
opposite from Fig. 2 (the edge case has more zeros, not fewer), the
two are still observably different, and this is enough to determine
the filter size.

With all the examples discussed so far, we start to formalize
a single-layer attack. Let’s define the conv layer operation as the
composition of CONV, BatchNorm, and ReLU. For features that do
not reside on the edge, conv layer is equivariant to shift operations:

conv layer(shift(𝑥)) = shift(conv layer(𝑥))
Counting the nnz elements on both sides reveals that the number
of non-zero element responses is also invariant to shift operations:

nnz(conv layer(shift(𝑥))) = nnz(shift(conv layer(𝑥)))
= nnz(conv layer(𝑥))

Neither of these holds for features 𝑥𝑒 that reside on the edge:

conv layer(shift(𝑥𝑒 )) ≠ shift(conv layer(𝑥𝑒 ))
While we can’t observe the activations themselves (which might

be encrypted), we can measure nnz. Different activation tensors are
likely to have nnz, which allows us to observe the boundary effect.

Rarely, the boundary effect is obscured, and different activation
tensors can end up having the same nnz even if their values are
different. Essentially, the boundary effect always exists (due to non-
equivariance at the edge), but can either be observable (different
nnz count) or unobservable (same nnz count).

In practice, we find that this is not a problem, and boundary
effects are usually observable. This is because there are many CONV
kernels, and the boundary effect will be obscured only if all of the
kernels are unobservable, or their total nnz differences cancel out
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exactly — both unlikely situations. To estimate the likelihood that
the boundary effect is observable, we randomly sampled kernels
in pruned models and applied random half-Gaussian inputs; the
boundary effect was observable in 77% of the cases.

More importantly, the “unobservability” issue can only cause
false negatives, and never false positives, as it is impossible to ob-
serve a boundary effect when one does not exist. Therefore, we can
simply make multiple independent random probes to amplify the
probability of observing the boundary effect.

5.3 Probing Downstream Layers

In the bias discussion above, we used “probe vectors” with 0 in the
“inactive” positions, and either 1 or−1 in the “active” position where
we wish to place the convolution kernel. However, the inputs do
not have to be 0, 1, or −1: they can be any values as long as the
inactive and active positions have different values. The boundary
effect (where some of the filter entries are unused) still occurs, and
from the previous section, we already know how to separate any
two values in the output activation tensor by taking advantage of
ReLU.

This observation gives us a way to probe layers downstream
even if we cannot directly inject inputs into those layers. The in-
tuition is that the boundary effect can survive multiple layers, but
the footprint of the probe impulse (the “active” position) will get
progressively blurred over a larger area as it passes through more
layers.

To develop some intuition, let us continue the running exam-
ple, this time propagating it through two 1D convolutional layers
without bias, and generalizing it to arbitrary weight values. For
clarity, we will omit ReLU here, but in general, ReLU can be used
to distinguish values as in the previous section.

After the first layer, with filter weights [𝑎, 𝑏, 𝑐], the output acti-
vations become:

001 00 0 b ca

010 00 0 b ca

000 01 0 b ca

0000ab

000abc

00abc0

000 00 1 b ca 00 abc0

∗
∗
∗
∗

Recall that we can observe the memory traffic for each layer, so we
can determine that filter in the first layer is 3×1.

Note that in the first row, only a part of the filter survives in
the output, which will cause problems downstream: we will not be
able to distinguish whether any observed boundary effect comes
from the first or second layer. We therefore drop the first row and
proceed with the remaining rows.

Now, let us apply another CONV layer, with filter [𝑑, 𝑒, 𝑓 ]:
∗
∗

000αβγδ

00αβγδε

0000abc

000abc0

e fd

e fd

∗ 0αβγδε0000 ac0 b e fd

α = da
β = db + ea
γ = dc + eb + fa
δ = ec + fb
ε = fc

Observe that our probe impulse is still visible in the output as
[𝜀, 𝛿,𝛾, 𝛽, 𝛼] surrounded by zeros. Also, it is still located where the
original impulse was.

Finally, let us reintroduce non-zero bias into the problem. Probing
the first layer (filter [𝑎, 𝑏, 𝑐], bias 𝑢) yields:

uuuuua+ub+uc+u

uuuua+ub+uc+uu

uuuu a+ub+uc+uu

00010 00 0 b ca∗ + u

00000 01 0 b ca∗ + u

00000 00 1 b ca∗ + u

u uuu a+ub+uc+uu00000 10 0 b ca∗ + u

This is exactly what we saw after the first layer above, except that
now we have added 𝑢 everywhere.

The analysis is a bit more involved after the second layer (filter
[𝑑, 𝑒, 𝑓 ], bias 𝑣):

uuuuua+ub+uc+u

uuuua+ub+uc+uu

uuuu a+ub+uc+uu

ζζζγχ ζβ αe fd∗ + v

ζζζδψ αγ βe fd∗ + v

ζζαεω βδ γe fd∗ + v

u uuu a+ub+uc+uu ζαβζω γε δe fd∗ + v

α = da+du+eu+fu+v     β = db+du+ea+eu+fu+v     γ = dc+du+eb+eu+fa+fu+v     δ = du+ec+eu+fb+fu+v
ε = du+eu+fc+fu+v      ζ = du+eu+fu+v                                               χ = δ–du      ψ = ε–du      ω = ζ–du 

This pattern is almost the same as the no-bias case above: the two-
layer impulse response [𝜀, 𝛿,𝛾, 𝛽, 𝛼] surrounded by 𝜁 , the second
layer’s filter response to the first layer’s bias (this was 0 with no bias).
Also, as the first layer’s bias 𝑢 is distinguished from the implicit
padding of 0, the first element in each vector (shaded yellow) differs
from its later corresponding occurrence later on – because the latter
includes the bias response 𝑑𝑢.

Once we distinguish the various values (see Section 5.2 above),
we will conclude that the filter size is 3×1. If we wish to probe the
third layer, we again discard the rows where the filter response is
partial; in this case, we would discard the first two rows.

Although the running example here is a 1D convolution, exactly
the same analysis applies to 2D convolutions, except with more edge
cases to distinguish. Other layer types (e.g., pooling) and effects
such as stride are also amenable to this kind of analysis; we omit
the details for these layers here because of space limitations.

5.4 Handling “Errors” in Downstream Layers

Section 5.3 shows boundary effects on downstream layers with a
running example. As discussed in Section 5.2, since we only have
partial observability by measuring nnz, some downstream layers
could have “errors” (i.e., unobservable boundary effects). We find
that it is difficult to find a random probe that has directly observable
boundary effects in all layers.

To mitigate this, let us first consider a concrete example of “suc-
cess”, that is, of an unobscured boundary effect with all relevant
nnzs different:

uuuuua+ub+uc+u

uuuua+ub+uc+uu

uuuu a+ub+uc+uu

ζζζγχ ζβ αe fd∗ + v

ζζζδψ αγ βe fd∗ + v

ζζαεω βδ γe fd∗ + v

u uuu a+ub+uc+uu ζαβζω γε δe fd∗ + v

nnz = A

nnz = B

nnz = C

nnz = C

α = da+du+eu+fu+v     β = db+du+ea+eu+fu+v     γ = dc+du+eb+eu+fa+fu+v     δ = du+ec+eu+fb+fu+v
ε = du+eu+fc+fu+v      ζ = du+eu+fu+v                                               χ = δ–du      ψ = ε–du      ω = ζ–du 

Observe that the nnz form the pattern𝐴𝐵𝐶𝐶 , where𝐴, 𝐵, and𝐶 are
different nnz values. In this case, we have full observability, since
the content of the first row and the second row differs from the
third or fourth row.
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Now, non-observability occurs when an nnz for one row is equal
to that of another even if the values are different; here, this could be
𝐴𝐵𝐵𝐵 (partial observability) or 𝐴𝐴𝐴𝐴 (no observability). The last
case (𝐴𝐴𝐴𝐴) is particularly troublesome because it is the correct
output for pointwise layers.

Luckily, the error is one-sided again, because nnz cannot change
once the filter has cleared the edge; e.g., it’s impossible to observe
𝐴𝐵𝐶𝐷 in this example. Therefore, we only need to look for the
longest non-convergent pattern among multiple random probes
(e.g., choose 𝐴𝐵𝐶𝐶 over 𝐴𝐵𝐵𝐵 and 𝐴𝐴𝐴𝐴). With repeated probes,
the probability of failure on a layer (i.e., that none of the probes
demonstrate observability) decreases exponentially with the num-
ber of independent random probes.

Next, we will generalize this intuition from this section and
present the complete attack scheme.

6 AUTOMATING THE ATTACK

6.1 Generalized Input Pattern

Recall that the inputs observed by any layer in the model will con-
tain a “feature” segment that combines all of the previous layers’
filters ([𝜀, 𝛿,𝛾, 𝛽, 𝛼] in the examples in the previous section), sur-
rounded by zero or more responses to the bias term (𝜁 above). In
addition, the initial columns (one column in the example above)
contain constants generated by the edge effect applied to the bias
term (𝜔 above).

We can generalize this pattern asA(𝑚,𝑛), where 𝑛 is the feature
length, and𝑚 is the number of the initial column constants:

A(𝑚,𝑛) = {𝑥𝑖 }𝑞𝑖=1 , where 𝑞 = # of query patterns, and
𝑥1 = 𝑠1, 𝑠2, . . . , 𝑠𝑚, 𝑓1, 𝑓2, . . . , 𝑓𝑛, 𝑏, 𝑏, 𝑏, . . . ,

𝑥2 = 𝑠1, 𝑠2, . . . , 𝑠𝑚, 𝑏, 𝑓1, 𝑓2, . . . , 𝑓𝑛, 𝑏, 𝑏, . . . ,

𝑥3 = 𝑠1, 𝑠2, . . . , 𝑠𝑚, 𝑏, 𝑏, 𝑓1, 𝑓2, . . . 𝑓𝑛, 𝑏, . . . , etc.

For example, our initial input sequence in the previous section can
be denoted by A(0, 1).

6.2 Symbolic Convolution Engine

To assist in probing multi-layer networks, we developed an engine
that evaluates convolutions symbolically. That is, rather than adding
and multiplying numbers, it constructs an algebraic expression for
the result of the convolution after layer 𝑙 given (a) a specific input
pattern A(𝑚,𝑛) for layer 1, and (b) a hypothesis for the geometry
of layer 𝑙 (e.g., 3×3 kernel, stride 1, pooling factor 2).

For example, consider again the second layer from the running
example, and let us hypothesize that the convolution is 3×1 with no
pooling. Having analyzed the first layer, we know that the second
layer will receive the probe pattern A(0, 3). The symbolic convolu-
tion engine will yield:

uuuuua+ub+uc+u

uuuua+ub+uc+uu

uuuu a+ub+uc+uu

ζζζγχ ζβ αe fd∗ + v

ζζζδψ αγ βe fd∗ + v

ζζαεω βδ γe fd∗ + v

u uuu a+ub+uc+uu ζαβζω γε δe fd∗ + v

nnz = A

nnz = B

nnz = C

nnz = C

α = da+du+eu+fu+v     β = db+du+ea+eu+fu+v     γ = dc+du+eb+eu+fa+fu+v     δ = du+ec+eu+fb+fu+v
ε = du+eu+fc+fu+v      ζ = du+eu+fu+v                                               χ = δ–du      ψ = ε–du      ω = ζ–du 

From this, the engine will produce the pattern of the expected
number of non-zeros (nnz) observed for each input once 𝜁 has been
distinguished from the other values (see Section 5.2). In this case,
we have three possible nnz counts, with the last one repeating as
the filter leaves the edge; we write this pattern as 𝐴𝐵𝐶𝐶 . . .

On the other hand, let us hypothesize that the second layer is a
pointwise 1×1 convolution. The engine will yield:

uuuuua+ub+uc+u

uuuua+ub+uc+uu

uuuu a+ub+uc+uu

γ β ζζ ζζαg∗ + v

ζαζ γ ζζβg∗ + v

βζ α ζγ ζζg∗ + v

u uuu a+ub+uc+uu ζ βγζζ α ζg∗ + v

nnz = A

nnz = A

nnz = A

nnz = A

α = ga+gu+v     β = gb+gu+v     γ = gc+gu+v     ζ = gu+v 

which gives the nnz pattern 𝐴𝐴𝐴𝐴 . . . The reader is invited to
verify that for a 3×1 convolution followed by 2×1 max pooling, the
expected pattern would be 𝐴𝐵𝐶𝐷𝐶𝐷 . . . .

These nnz patterns allow us to distinguish different types of
layers. To do this, the symbolic convolution engine (1) generates
expected nnz patterns for each geometry hypothesis for the cur-
rent layer, (2) feeds the first-layer inputs to the accelerator, and
(3) compares the output nnzs obtained by snooping on the off-chip
memory traffic to determine which layer geometry is correct.

6.3 The Probing Algorithm

Algorithm 1 shows the pseudocode for the probing algorithm.

Input:𝑇 i.i.d. random probes where each corresponds to input queries
{𝑥𝑖 }𝑙𝑖=1 ∈ A(𝑚,𝑛) , #𝑙𝑎𝑦𝑒𝑟𝑠

Output: reverse engineered layer geometry in result
for 𝑖 ← 1 to 𝑙 do

for 𝑡 ← 1 to𝑇 do

nnz[𝑖 ] [𝑡 ] [ 𝑗 ] ← Inference (𝑥 )
end

end

result ← 𝐿𝑖𝑠𝑡 ( )
for 𝑗 ← 1 to #layers do

select a probe 𝑡 with the longest nnz converging pattern.
select the valid subset of nnz[:] [𝑡 ] [ 𝑗 ] to form test nnzs
patterns← SymbolicConv (𝑚,𝑛)
foreach 𝑘 ∈ all possible layer configs do

if test nnzs matches patterns[𝑘 ] then

result [ 𝑗 ] ← 𝑘

𝑚,𝑛 ← DecodeOutPattern (patterns[𝑘 ])
break

end

end

end

Algorithm 1: The HuffDuff probing attack.

SymbolicConv(m,n) symbolically evaluates a given layer for the
sequence A(𝑚,𝑛), and DecodeOutPattern(. . . ) determines 𝑚′, 𝑛′
for which the layer output matches A(𝑚′, 𝑛′), so that this can be
used in analyzing the next layer.

6.4 Limitations of the Probing Attack

The HuffDuff probing attack is quite powerful in practice: for
example, it works across all layers evaluated on VGG-S [82] and
ResNet-18 [29]. It is able to find the correct information about ker-
nel size, stride, and pooling within 2048 random probes. However,
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the boundary effect appears agnostic to the number of channels,
and therefore the HuffDuff probing attack on its own cannot
determine 𝑘 .

7 USING ARCHITECTURAL PROPERTIES

To reverse-engineer the final piece of the puzzle — the channel (𝑘)
information — we rely on observations about (a) the dense nature
of partial sums, and (b) how partial sums are transferred between
an accelerator chip and DRAM.

7.1 Dense PSUMs

We use psums to provide an additional architectural timing channel
and deduce the value of 𝑘 . We observe that psums — as opposed to
output activations — are extremely unlikely to contain zeros and
therefore are held dense during accumulation. The zeros in psum
can only arise (i) if all weights in the kernel or all input activations
within the kernel footprint are 0 (very unlikely), (ii) the Multiply
and Accumulate (MAC) operations exactly cancel each other out
(even more unlikely).

In addition, it is unsafe to clamp negative psums and create spar-
sity before the accumulation process ends, because these values
might turn positive again before accumulation is complete. There-
fore, the psum tile is held in the Global Buffer (GLB) in a dense
fashion during this process5. Only after the psum calculations are
completed, will they be sent to the post-processing unit. This unit
clamps, quantizes, and compresses the final values into sparse out-
put feature maps and sends them back to DRAM.

As the dense psums are stored on-chip during accumulation to
exploit reuse, they do not need to be transferred back to DRAM.
However, after the accumulation phase, the post-processing unit
exploits sparsity, compressing psums before sending them to off-
chip DRAM. This allows us to create a timing side channel.

7.2 The Timing Side-Channel

GLB row

DRAMEncoding 
Module

Comp block

Buffer

Dense completed 
Psum Sparse 

compressed output 
feature map

GLB

Figure 3: The flow of psums into DRAM, depicting the on-the-

fly encoding for output activations.

Fig. 3 shows how dense psum values in GLB are compressed to a
sparse output feature map. First, a GLB row that contains multiple
psum words is sent to the encoding module6 where negative values
are clamped and the compressed content is stored in its local buffers.
Once there is enough data in the buffer, a compressed sparse block
will be written back to DRAM. This continues until all dense psum
are processed.
5We exclude ReLU prediction type of accelerators [1, 83] that exploit output activation
sparsity based on additional predictions. To the best of our knowledge, no sparse
accelerators proposed to date employ this technique.
6More precisely, it is the post-processing module where other post-processing opera-
tions such as quantizing the accumulator to the actual activation width are performed.
We omit this for simplicity.

The execution time of the encoding process can be bounded by
either the GLB side the DRAM side, as shown below.

R1
t

W1

R2 R3 R4 R5 R6 R7 R8

W2 W3DRAM

GLB

R1

W1

R2 R3 R4

W2 W3DRAM

GLB
t

…

…

…

…
(a)

(b)

Panel(a) depicts a case where the encoding process is GLB-bound.
𝑅𝑖 represents distinct GLB rows being read, and𝑊𝑖 stands for dis-
tinct DRAM transfers. Multiple packed GLB rows generate a sin-
gle compressed block, and the DRAM has sufficient bandwidth to
quickly transfer those compressed blocks. The total encoding time
is proportional to the number of GLB rows that are read, and thus
corresponds to dense psum size. We approximate the total time as
the difference between the last DRAM transfer time and the first
DRAM transfer time.

Panel (b) depicts a case where the encoding process is DRAM-
bound. This could be because the GLB row is wide enough to con-
struct a large compressed block and the DRAM has only limited
bandwidth to write these blocks. In this case, the GLB row reads
will stall as the buffer within the encoding module will quickly
become full. Here, the total processing time is proportional to the
number of DRAM transfers, which corresponds to the size of the
sparse output feature map.

Fortunately, in practice, the encoding process tends to be GLB-
bound (see Section 8). This is because the accumulators for psum
typically have a larger bitwidth to avoid overflow. For example,
Eyeriss v2 [10] and SCNN [72] use 20 bits and 24 bits respectively,
whereas their activation width is only 8 bits. Additionally, since
psums are dense, they naturally have more elements than output
feature maps, which are sparse: overall, the size of dense psums
tends to be 5×–6× larger than sparse output feature maps. Thus, we
can obtain the psum size ratio between different layers, and, with
known values of 𝑃,𝑄 (from the prober), use this to reverse engineer
the ratio of 𝑘 between those layers.

8 EVALUATION

8.1 Methods

To obtain the sparse victim model, we used the Lottery Ticket
Hypothesis [17], pruning VGG-S [82] by a factor of 10× and ResNet-
18 [29] also by a factor of 10×, each trained on CIFAR-10 [50]. We
instrumented the PyTorch [73] code for each model to generate the
responses to the probing component of the HuffDuff attack.

We build a custom analytic simulator for the on-the-fly encod-
ing process discussed in Section 7.2 based on runtime activation
snapshot captured from Pytorch [73] models. We used the avail-
able psum GLB bandwidth from Eyeriss v2 [10], an state-of-the-art
2-sided sparse accelerator, with LPDDR3 [42], LPDDR4 [44], and
LPDDR4X [43] memory.

To evaluate the effectiveness of our attack, we sample models
from the solution space and evaluate our accuracy as well as the
black box targeted adversarial attack success rate. We generate ad-
versarial examples using BIM [52] method based on implementation
from TorchAttacks [49].
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8.2 Effectiveness of HuffDuff Components

Prober: Section 5 discusses how to reverse engineer filter size,
stride, and pooling based on different probing responses. Although
“errors” (i.e., unobservable edge effects) could occur on any down-
stream layers, the failure probability can be successfully decreased
based on probability amplification via multiple independent ran-
dom trials: we keep increasing the number of random trials until
the identified geometry converges. We find that 2048 random trials
are sufficient to correctly reveal all of the layer geometry such as
filter size, stride, and pooling. In practice, we are able to obtain all
layer geometry information except output channel counts in less
than 10 minutes on an NVIDIA 2080Ti GPU.
Encoding the timing side-channel: Section 7 approximates dense
psum ratios between different layers based on the ratio of the timing
difference between the first and last DRAM transfers. Our simula-
tion is based Eyeriss v2 [10], which has 8 psum GLB banks, where
each bank is 3 words wide (20-bit accumulator, running at 200MHz.
The evaluated DRAM includes both the single-channel and dual-
channel versions of LPDDR3 [42], LPDDR4 [44], and LPDDR4X [43].
Our evaluation is based on profiled output activations from Py-
Torch [73]. We observe that the system is GLB-bound even with
the lowest-bandwidth DRAM (i.e., single-channel LPDDR3).

To further determine the limits of leveraging the GLB-bound
property, we also evaluated how much more GLB bandwidth is
required for Eyeriss v2 [10] for it to begin experiencing some DRAM-
bound layers for VGG-S and ResNet18; the results are shown below
(𝑠 for single channel and 𝑑 for dual channel).

LPDDR4 3-𝑠 3-𝑑 4-𝑠 4-𝑑 4X-𝑠 4X-𝑑
VGG-S 2× 4× 2.3× 4.6× 2.7× 5.3×
ResNet18 1.8× 3.5× 2× 4.1× 2.3× 4.7×

While the accelerator designer can increase the available GLB
bandwidth by creating more banks, the bottleneck will only shift to
the encoder as it is challenging to encode a large number of words
within a single cycle.

Although we have validated that encoding is GLB-bound, the side
channel information collected is only an approximation, because
the time between the first GLB row read and the first DRAM transfer
is unknown. We found this small inaccuracy to be acceptable in
practice without the need for additional denoising.
Finalizing the solution space: Since the encoding timing chan-
nel only provides ratios between different output channel counts
(𝑘), we would like to identify the channel count range for at least
one layer. We find the first layer is a good candidate as its weight
is much denser compared to other layers. First, first-layer filters
directly process the input images, and an aggressive pruning on
the first layer weight compromises the accuracy more comparing
pruning other weights [28]. Second, first-layer weights are typically
tiny, and we find that pruning algorithms are more likely to prune
aggressively on layers with large weights. Empirically, we find that
first-layer sparsity is rarely beyond 60%, so we use this to establish
empirical sparsity bound, which gives an output channel count
range [30, 73] and [58, 123] for ResNet18 [29] and VGG-S [82] re-
spectively. Combining the encoder timing channel info, we get the
44 and 66 solutions for ResNet18 [29] and VGG-S [82] respectively.
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Figure 4: Accuracy for sampled instances on VGG-S (left) and

ResNet-18 (right). Baseline accuracy is in the blue shaded bars

whereas the accuracy of 8 HuffDuff sampled instances are

in green dotted bars. The original victim accuracy is depicted

in a blue dashed line. VGG baseline accuracy is 75.8% (not

shown in the figure).

8.3 Quality of Reverse-Engineered Models

A good reverse-engineered model should have the following proper-
ties: (i) high classification accuracy under the same model footprint
such that the attacker can use it, and (ii) usefulness in mounting
follow-up attacks, such as generating adversarial examples that
compromise the victim system. Therefore, we evaluated the quality
of the reverse-engineered models using two metrics: accuracy and
targeted adversarial attack success rate. We performed uniform
sampling from the solution space, sampling 8 candidates each for
VGG-S [82] and ResNet18 [29].
Accuracy: We compare the accuracy of 8 sampled candidates
(model instance id sorted with respect to unpruned size in Fig. 4.
Our baselines are constructed as selecting a model from a prior
generation in the model zoo and pruned to the same footprint.
We choose a model from a prior generation because it does not
make sense for the attacker to steal a “worse” model if the goal
is to match iso-footprint accuracy. Thus, to compare with candi-
dates obtained from reverse-engineering VGG-S [82], we selected
AlexNet [51] as the baseline, and we used VGG-S [82] as the baseline
for ResNet18 [29] candidates.

Our candidates for the VGG-S victim significantly outperform
the baseline (75.8%, not shown in Fig. 4), with some even exceeding
the original victim. All candidates for ResNet18 exceed the baseline
and the best-performing model is within 0.1% of the victim.
Adversarial success rate: We examine the black box targeted
success rate among our sampled candidates and the baselines. We
follow prior works [33, 59] where baselines are chosen from random
surrogates in the model zoo. Unlike the prior dense case, we further
prune them to different sparsity levels for a more thorough com-
parison. For our VGG-S victims (Fig. 5 left), we select ResNet18 [29]
and MobileNetV2 [78], each pruned 2× and 5× (B1 to B4 in Fig. 5
left). For Fig. 5 left on ResNet18 victim, we include four baselines:
VGG-S and MobileNetV2, also pruned to 2× and 5×.

In terms of the target selection heuristic, prior works [33, 59] pick
a random label as the transfer target that might not be challenging
enough if the randomly chosen target is similar to the original label.
Since transferability is harder to achieve with a more challenging
target, we choose the most challenging target selection heuristic:
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using HuffDuff. The success rate for the one with identical
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Figure 6: Success rate over different model instances. We use

a similar setting to Fig. 5 except that we reduced the per pixel

disturbance 𝜀 to 16.

the least likely label. In this target, perturbation is added to trick
the model to predict the least likely label in the original prediction
(i.e. tricking the model to perform the worst prediction).

Notice here that measuring transferability on the victim model
using the victim itself is equivalent to the white-box attack, so
instead, we compare with a model having the oracle structure
with the victim but trained with a different random seed. We first
demonstrate the targeted attack success rate with allowed per pixel
disturbance (𝜀) to be 32 (follow to [59]) in Fig. 5. Our candidate
models transfer significantly better than most baselines, and many
even outperform an idealized setting where the model architecture
is known to the attacker. Moreover, we evaluate the attack with
𝜀 = 16 where such disturbance is considered imperceptible [52] in
Fig. 6 and observe a similar trend.

9 DISCUSSION AND FUTURE DIRECTIONS

9.1 HuffDuff Limitations

In this subsection, we summarize the scenarios where HuffDuff
does not work well. Those scenarios are not the common case, and
HuffDuff is sufficient for most cases.

In terms of the target accelerator, we exclude the SRAM-only
ones like EIE [27] and ShiDianNao [15], as well as Cerebras WSE-
2 [6] with its gigantic 40GB SRAM. These accelerators may not leave
visible footprints in DRAM, but they are prohibitively expensive
in terms of silicon area. We also exclude accelerators that perform
layer-fusion [3, 18, 38]. This is because they do not leave the en-
tire footprint visible in DRAM, and therefore HuffDuff or other
DRAM-snooping-based attacks [33, 35] are not effective. Finally,
we exclude accelerators that are not sparse [7, 8, 45].

The HuffDuff prober does not provide any insight on convolu-
tions that do not exhibit the boundary effect, so it does not work on
the transposed convolutions used in UNet [76] and GANs [21]. Nev-
ertheless, the prober applies to all padding modes (“valid”, “same”,
and “full” [16]) and strategies (“constant”, “reflect”, “replicate”, and
“circular”, following PyTorch [73] terminology), as they do create
boundary effects. However, the HuffDuff prober does not distin-
guish among them, and our implementation assumes the “same”
padding mode and the zero padding as the most common case in
TorchVision [61].

9.2 Potential Defence Strategies

Fully effective defences, like ORAM [19], SRAM-only accelera-
tors [6, 15, 27], are prohibitively expensive in silicon area, especially
for edge accelerators. In theory, fused-layer accelerators [3, 18, 38]
would expand the search space, but no such sparse accelerators
exist, and dense accelerators are easy to crack [35]. We leave these
outside our threat model as unrealistic.

Hardware defences that might appear cheaper are also non-
trivial. There are two widely adapted defence strategies that could
apply: (i) blocking the source of the leak and (ii) obfuscating the
detection of the leak. For example, the victim could leave “sensitive”
pixels (i.e., positions that might reveal the boundary effect com-
pared with other probes) uncompressed. This leverages the first
approach that avoids the boundary effect from being observed in
DRAM: for example, an 𝐴𝐵𝐶𝐶 pattern shown in Section 5.4 will
appear to be𝐴𝐴𝐴𝐴, and no filter size information will be obtainable.
However, such a scheme is non-trivial because the “sensitive” posi-
tion is different for different attack patterns, and therefore would
require additional dynamic hardware support. Following the second
approach, the victim could randomly leave zeros uncompressed;
in this case, an 𝐴𝐵𝐶𝐶 pattern shown in Section 5.4 might become
𝐴𝐵𝐶𝐷 to obfuscate the detection of filter size. However, this may
still not provide enough security guarantees, as this kind of noise
could be overcome with repeated trials. We believe a serious de-
fence study would be a paper unto itself, and therefore we leave
this to future work.
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10 RELATED WORK

Model-stealing and corruption attacks: Prior work has inves-
tigated reverse engineering network architectures with IP protec-
tions. With the reverse-engineered model, one can stage other types
of attacks. For instance, Tramer et al. [75] try to duplicate the ML
model by exploiting the features of ML-as-a-Service. Rather than
using features of the service model, HuffDuff exploits the features
of the hardware to tailor specific inputs to reverse engineer the
model.

Oh et al. [65] proposed a software-based attack that investigates
techniques to infer parameters and characteristics from a black-box
model. To enable this, they use multiple input queries to charac-
terize the decision boundary of the victim model and then employ
a “meta-model” to try to predict certain hyper-parameters. Unfor-
tunately, these black-box approaches have limited efficacy as they
do not have access to any information related to side channels or
hardware architectures. On the other hand, as HuffDuff utilizes
the information of the underlying architecture, it can be relatively
more powerful.

Rather than stealing the model, prior work has also proposed de-
grading the model using fault injection attacks that flip a small num-
ber of bits to significantly degrade the accuracy of the model [75].
These attacks can be orchestrated on DRAM modules using the
Rowhammer vulnerability and can cause integrity violations [22,
31, 55, 75]. Such attacks are orthogonal to HuffDuff.
Hardware-based attacks: Yan et al. [92] use the insight that the
DNNs executed on CPUs heavily rely on blocked GEMM operations.
They then use a cache side-channel attack to extract this informa-
tion about GEMM. They can use this attack to infer the number of
GEMM calls and the size of matrices that GEMM operates on. They
show that this can be used to reveal the DNN architecture. How-
ever, this attack works very well with dense networks and unlike
HuffDuff it is ineffective with sparse networks. LeakyDNN [89]
exploits GPU context-switch side channels to steal DNNs. Other
GPU side channels [62] can also be potentially exploited. Several
prior works have also explored attacks using physical probing of
the hardware [33, 35]. These works do not translate to sparse accel-
erators.

In a similar vein, Deepsniffer [33] tries to steal dense models on
GPUs. They use the insight that one can use an end-to-end learning-
based approach to handle a lot of system and architectural noises.
While Deepsniffer has access to the entire software stack to create
training data to extract useful side-channel information, HuffDuff
does not require this. Furthermore, Deepsniffer is an expensive
approach as they need to re-collect the training set and re-train the
model when they use different GPUs and runtimes. In contrast, for
HuffDuff the noise on side channel info (tensor sparsity) is also
part of the secret, and we do not need to construct the training set.

11 CONCLUSIONS

There is an increasing trend of using sparse DNN models to run
directly and locally on edge devices using custom sparse DNN
accelerators. These devices are controlled by the users and can be
disassembled and monitored to measure off-chip access volume.

In this paper, we show that this physical access is sufficient to
enable the theft of the DNN models within. We demonstrate a novel
attack scheme, called HuffDuff, which leverages (i) the boundary
effect present in CONV layers, and (ii) the timing side channel created
by on-the-fly activations compression.

Together, these techniques offer a practical method to dramat-
ically reduce the space of possible model architectures by up to
94 orders-of-magnitude, often yielding fewer than a hundred solu-
tions. Our evaluation shows that candidate models sampled from
the HuffDuff solution space reach the accuracy of the victim, and
raise black-box targeted attack success rates to a semi-white-box
level (where the attacker knows the correct architecture) while
remaining black-box techniques.
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